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#### Abstract

The objective of this paper is to propose two new hybrid root finding algorithms for solving transcendental equations. The proposed algorithms are based on the well-known root finding methods namely the Halley's method, regula-falsi method and exponential method. We show using numerical examples that the proposed algorithms converge faster than other related methods. The first hybrid algorithm consists of regula-falsi method and exponential method (RF-EXP). In the second hybrid algorithm, we use regula-falsi method and Halley's method (RF-Halley). Several numerical examples are presented to illustrate the proposed algorithms, and comparison of these algorithms with other existing methods are presented to show the efficiency and accuracy. The implementation of the proposed algorithms is presented in Microsoft Excel (MS Excel) and the mathematical software tool Maple.
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## 1. Introduction

The applications of nonlinear equations of the type $f(x)=0$ arise in various branches of pure and applied sciences, such as computer science, chemical engineering, physics, etc. Getting the root of transcendental equations is of great importance. In recent time, several scientists and engineers have focused to solve nonlinear equations numerically as well as analytically. There are several iterative (hybrid) methods/algorithms available in the literature that are derived from various methods, see, for example $[1-3,10,11,15,17-26]$. In general, the roots of nonlinear or transcendental equations cannot be expressed in closed form or cannot be computed analytically.

[^0]Root finding algorithms allow us to compute approximations to roots, these approximations are expressed as either as small isolating intervals or as floating point numbers. The concept of creating hybrid methods, combining two or more classic approaches is not new and has a long history. One of the oldest hybrid root-finding method is Dekker's method, see for example [8], introduced in 1969. The main idea of this method is the combination of the classical methods i.e. bisection method and secant method. Using the idea of the Dekker's method, Richard P. Brent proposed a new hybrid root-finding method in 1973, see for example [5], which is based on the bisection method, the secant method and inverse quadratic interpolation. Since the Brent's method uses the idea of the Dekker's method, the method is also known as the Brent-Dekker method. In 1979, Ridders proposed a root-finding algorithm [13, 16] which is simpler than Brent's method and Dekker's method. This algorithm is based on the regula-falsi method and the exponential function. Badr et al. [1] proposed two hybrid algorithms. The first hybrid algorithm is based on the false-position method and the modified secant method (FP-MSe), and the second algorithm is based on the false-position method and the trigonometric secant method (FP-TMSe). Novak et al. [14] proposed a hybrid secant-bisection approach in 1995. Sabharwal [17] proposed a new hybrid method that combines two bracketing techniques (bisection-false position). Badr et al. [2], on the other hand, created a hybrid algorithm that combines two closed algorithms (trisection-false position). They tested their strategy on fifteen nonlinear and linear equations as a benchmark. They came to the conclusion that their algorithm outperformed Sabharwal's.

In this paper, we develop two new hybrid root finding algorithms for solving transcendental equations. These algorithms are created using the well-known root finding methods, namely the Halley's method, regula-falsi method and exponential method. Using numerical examples, we show that the proposed algorithms converge faster than the other related methods. The main idea of the first hybrid algorithm is based on the regula-falsi method and the exponential method (RFEXP) and the second hybrid algorithm is based on the regula-falsi method and the Halley's method (RF-Halley). Several numerical examples are presented to illustrate the proposed algorithms. The comparisons are made to compare the results of calculations using the proposed algorithms with other existing methods to show efficiency and accuracy. Implementation of the proposed algorithms is presented in MS Excel and Maple.

The rest of the paper is organized as follows: in Section 2, we present two new hybrid rootfinding algorithms with methodology and steps involving in the proposed algorithms; Section 3 discusses the analysis of convergence; Section 4 presents several numerical examples to illustrate and validate the proposed methods/algorithms; and finally Section 5 presents the implementation of the proposed algorithms in MS Excel and of the mathematical software tool Maple with examples of computations.

## 2. New hybrid algorithms

In this section, we present two blended root-finding algorithms. These algorithms have the advantages of open methods (fast) and bracketing method (convergent).

### 2.1. New hybrid Algorithm 1 (regula falsi-exponential algorithm)

In this section, we present a new hybrid algorithm using the regula-falsi method and the exponential method (RF-EXP). The regula-false method guarantees the existence of the root, while the exponential method gives faster convergence. The iterative formula used in exponential method is as follows, more details about this method can be found in [23]

$$
\begin{equation*}
x_{n+1}=x_{n} \exp \left(\frac{-f\left(x_{n}\right)}{x_{n} f^{\prime}\left(x_{n}\right)}\right), \quad n=0,1,2, \ldots \tag{2.1}
\end{equation*}
$$

In regula-falsi method [4, 7, 9, 12], we take two initial guesses, say $a$ and $b$, such that $f(a) f(b)<0$. The approximate root is calculated by finding the point of intersection of the straight line joining the points $(a, f(a))$ and $(b, f(b))$ with the $x$-axis. Hence the approximate root can be calculated using the formula

$$
\begin{equation*}
x_{r}=a-\frac{f(a)(b-a)}{f(b)-f(a)} . \tag{2.2}
\end{equation*}
$$

Now, we have to choose the appropriate interval to compute the second iteration. We have the following possible cases:

1. If $f(a) f\left(x_{r}\right)<0$, then the root exists in $\left[a, x_{r}\right]$, and we set $b=x_{r}$ to find the second iteration using formula (2.2).
2. If $f(a) f\left(x_{r}\right)>0$, then the root exists in $\left[x_{r}, b\right]$, and we set $a=x_{r}$ to find the second approximate root using (2.2).
3. If $f\left(x_{r}\right)=0$, then the required root is $x_{r}$ and we terminate the process.

Algorithm 1. In this algorithm, we have:
the input: the function $f(x)$, the interval $[a, b]$ where the exact root lies in, the absolute error eps, the number of iterations $n$; the output: the approximate root $x$, the function value $f(x)$. The steps of the algorithm are as follows:

1. $i=0$
2. while $i!=n$ do
3. $\quad i=i+1$;
4. $\quad x_{r f}=a-\frac{f(a)(b-a)}{f(b)-f(a)}$
5. $\quad x_{i}=x_{r f} \exp \left(\frac{-f\left(x_{r f}\right)}{x_{r f} f^{\prime}\left(x_{r f}\right)}\right)$
6. if $\left|a-x_{i}\right| \leq e p s$ then
7. return $x_{i}, f\left(x_{i}\right)$ break;
8. $\quad$ else if $f\left(x_{i}\right) * f(a)<0$ then $b=x_{i}$
9. $\quad$ else $a=x_{i}$
10. end (if)
11. end (while)

In section 4, we present several examples to illustrate this algorithm and to show its efficiency.

### 2.2. New hybrid Algorithm 2 (regula falsi-Halley algorithm)

In this section, we present another new hybrid algorithm using regula-falsi method and Halley's method (RF-Halley). Similar to the previous new algorithm, the regula-false method guarantees the existence of the root and the Halley's method gives the fast convergence. The Halley's method is invented by Edmond Halley. In this method, we need one initial approximation as in the Newton's method with a continuous second derivative, and this method produces a sequence of approximations to the root. We compute the sequence of iterations using the Halley's method formula $[6,7]$ as

$$
x_{n+1}=x_{n}-\frac{2 f\left(x_{n}\right) f^{\prime}\left(x_{n}\right)}{2\left[f^{\prime}\left(x_{n}\right)\right]^{2}-f\left(x_{n}\right) f^{\prime \prime}\left(x_{n}\right)}
$$

with an initial approximation $x_{0}$.

Algorithm 2. In this algorithm, we have: the input: the function $f(x)$, the interval $[a, b]$ where the exact root lies in, the absolute error eps, the number of iterations $n$; the output: the approximate root $x$, the function value $f(x)$. The steps of the algorithm are as follows:

1. $i=0$
2. while $i!=n$ do

3 . $\quad i=i+1$;
4. $\quad x_{r f}=a-\frac{f(a)(b-a)}{f(b)-f(a)}$
5. $\quad x_{i}=x_{r f}-\frac{2 f\left(x_{r f}\right) f^{\prime}\left(x_{r f}\right)}{2\left[f^{\prime}\left(x_{r f}\right)\right]^{2}-f\left(x_{r f}\right) f^{\prime \prime}\left(x_{r f}\right)}$
6. $\quad$ if $\left|a-x_{i}\right| \leq e p s$ then
7. return $x_{i}, f\left(x_{i}\right)$ break;
8. $\quad$ else if $f\left(x_{i}\right) * f(a)<0$ then $b=x_{i}$
9. $\quad$ else $a=x_{i}$
10. end (if)
11. end (while)

### 2.3. Flow-diagrams

In this section, we present the flow diagrams of the proposed algorithms. In Fig. 1, we present the flow diagram of Algorithm 1 and the Fig. 2 presents the flow diagram of Algorithm 2.


Figure 1. Flow-diagram of Algorithm 1.


Figure 2. Flow-diagram of Algorithm 2.
In Section 4, we present several examples to illustrate this algorithm and to show the efficiency of the algorithm.

## 3. Convergence analysis

The main idea of the proposed algorithms is the combination of the open methods and the closed methods. Hence, the proposed algorithms converge to the approximate root faster. On the other hand, when the open methods (exponential method or Halley's method) fail, the closed method (false position) continues to get the next approximations, so the proposed algorithms RF-EXP and RF-Halley are convergent faster with a guaranteed root.

## 4. Numerical examples

In this section, we present several numerical examples to illustrate the proposed algorithms, and comparisons are made to confirm that the proposed algorithms give a solution faster than some existing methods. The following Example 1 and Example 2 illustrate the proposed algorithms.

Example 1. Consider the nonlinear equation

$$
\begin{equation*}
e^{-x}-x=0, \tag{4.1}
\end{equation*}
$$

with the initial approximations $a=0$ and $b=1$. Following the proposed Algorithm 1, we have

$$
\begin{gathered}
x_{r f}=0.612699837 \\
x_{1}=0.568452077, \quad f\left(x_{1}\right)=-0.00205057
\end{gathered}
$$

Now, we verify the possible three conditions given in regula-falsi method, and we get the required interval where the exact root lies in, as [0, 0.568452077]. Repeat the process for higher iterations, and we have

$$
\begin{gathered}
x_{r f}=0.567288811 \\
x_{2}=0.567143305, \quad f\left(x_{2}\right)=-2.32442 \times 10^{-8} \\
x_{r f}=0.567143292 \\
x_{3}=0.56714329, \quad f\left(x_{3}\right) \approx 0
\end{gathered}
$$

The nonlinear equation in (4.1) is solved using well known methods to compare the results (see Table 1) with the proposed Algorithm 1 up to 8 correct decimal places.

In Table 1, BM, RFM, NRM, Halley, Steffensen and PA indicate the bisection method, regulafalsi method, Newton-Raphson method, Halley's method, Steffensen's method and the proposed algorithm (PA) respectively.

Table 1. Numerical results and comparisons.

| BM | RFM | NRM | Halley | Steffensen | PA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 24 | 8 | 4 | 3 | 4 | 3 |

Example 2. We apply the Algorithm 2 to the function

$$
f(x)=e^{x}-3 x-2
$$

with initial approximations $a=2$ and $b=3$. Following the proposed Algorithm 2 similar to Example 1, we have

$$
\begin{gathered}
x_{r f}=2.063006766 \\
x_{1}=2.12530056, \quad f\left(x_{1}\right)=-0.000487257
\end{gathered}
$$

Now, we verify the possible three conditions given in regula-falsi method, and we get the required interval where the exact root lies in, as $[2.12530056,3]$. Repeat the process for higher iterations. So we have

$$
\begin{gathered}
x_{r f}=2.125347467 \\
x_{2}=2.1253911988111, \quad f\left(x_{2}\right)=-1.56319 \times 10^{-13} \\
x_{r f}=2.12539119881112 \\
x_{3}=2.12539119881113, \quad f\left(x_{3}\right) \cong 0
\end{gathered}
$$

Example 3. In this example, we present a comparison between various existing methods and the proposed algorithms to show the efficiency and simplicity of the proposed algorithms in computation of a root. Consider ten standard nonlinear equations given in Table 2.

Using various numerical existing methods, we compute the roots of the ten equations given in Table 2 to ten decimal places. In Table 3, we present the number of iterations required to obtain

Table 2. Ten nonlinear equations for comparison with various methods.

| S.No. | Equation | Initial approximations | Exact root |
| :---: | :---: | :---: | :---: |
| Eq.1 | $e^{x}-3 x-2=0$ | $a=2, \quad b=3$ | 2.1253911988 |
| Eq.2 | $x-\cos x=0$ | $a=0, \quad b=1$ | 0.7390851332 |
| Eq.3 | $e^{-x}-x=0$ | $a=0, \quad b=1$ | 0.5671432904 |
| Eq.4 | $x^{2}-5$ | $a=2, \quad b=7$ | 2.2360679775 |
| Eq.5 | $x^{2}+e^{x / 2}-5$ | $a=1, \quad b=2$ | 1.6490132683 |
| Eq.6 | $\sin x-x^{2}$ | $a=0.5, \quad b=1$ | 0.8767262154 |
| Eq.7 | $x^{2}-e^{x}-3 x+2$ | $a=0, \quad b=1$ | 0.2575302854 |
| Eq.8 | $x^{3}-10$ | $a=2, \quad b=3$ | 2.154434690 |
| Eq.9 | $x e^{-x}-0.1$ | $a=0, \quad b=1$ | 0.1118325592 |
| Eq.10 | $\cos x-x$ | $a=0, \quad b=1$ | 0.7390851332 |

Table 3. Numerical results and comparisons.

| S.No. | BM | RFM | NRM | Halley | Steffensen | EXP | TRIG | Alg.1 | Alg.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Eq.1 | 29 | 25 | 6 | 4 | 5 | 4 | 4 | 3 | 3 |
| Eq.2 | 31 | 9 | 5 | 3 | 5 | 3 | 3 | 3 | 2 |
| Eq.3 | 32 | 11 | 4 | 3 | 4 | 5 | 4 | 3 | 2 |
| Eq.4 | 32 | 28 | 4 | 3 | 6 | 3 | 5 | 3 | 2 |
| Eq.5 | 30 | 10 | 5 | 4 | 5 | 5 | 6 | 4 | 2 |
| Eq.6 | 30 | 12 | 5 | 4 | 4 | 4 | 5 | 4 | 2 |
| Eq.7 | 32 | 7 | 4 | 4 | 4 | 3 | 4 | 3 | 1 |
| Eq.8 | 29 | 17 | 5 | 3 | 21 | 3 | 4 | 3 | 1 |
| Eq.9 | 34 | 12 | 5 | 8 | 6 | 5 | 5 | 2 | 2 |
| Eq.10 | 31 | 9 | 4 | 3 | 5 | 4 | 4 | 3 | 1 |

the required root; and the terms BM, RFM, NRF, Halley, Steffensen, EXP, TRIG, Alg. 1 and Alg. 2 indicate bisection method, regula-falsi method, Newton-Raphson method, Helley's method, Steffensen's method, exponential method [23], trigonometric method [18], proposed Algorithm 1 and proposed Algorithm 2 respectively.

From Table 3, one can observe that the proposed algorithms required less number of iterations by comparing with other existing methods.

## 5. Implementation

In this section, we discuss the implementation of the proposed algorithms in MS Excel and Maple. We can also implement these algorithms in other mathematical software tools such as MATLAB, SCIlab, Mathematica, Singular etc.

### 5.1. Implementation in MS Excel

The proposed algorithms can be computed in Excel as follows. The number of iterations $r$, initial guesses $x_{l}, x_{u}$ and $f\left(x_{l}\right), f\left(x_{u}\right), x_{r 1}, f\left(x_{r 1}\right), f^{\prime}\left(x_{r 1}\right), f^{\prime \prime}\left(x_{r 1}\right), x_{r}, f\left(x_{r}\right)$ are entered in the MS Excel cells, for example, at A5, B5, C5, D5, E5, F5, G5, H5, I5, J5, K5 respectively. Enter the respective values in 6 th row, i.e., $r=1, x_{l}, x_{u}$ and $"=\mathrm{f}(\mathrm{B} 6) ", "=\mathrm{f}(\mathrm{C} 6) ", "=(\mathrm{B} 6 * \mathrm{E} 6-\mathrm{C} 6 * \mathrm{D} 6) /(\mathrm{E} 6-$ D6)", "=f(F6)", "=f'(F6)", "=f"(F6)". Now the first estimated root using Algorithm 1 is obtained by entering the formula in J6 as " $=\mathrm{F} 6 * \operatorname{EXP}\left((-\mathrm{G} 6) /\left(\mathrm{F} 6^{*} \mathrm{H} 6\right)\right)$ ); and the first estimated root using Algorithm 2 is obtained by entering the formula in J6 as " $=\mathrm{F} 6-\left(\left(2^{*} \mathrm{G} 6^{*} \mathrm{H} 6\right) /\left(\left(2^{*}(\mathrm{H} 6)^{\wedge} 2\right)-\left(\mathrm{G} 6^{*} \mathrm{I} 6\right)\right)\right)^{\prime}$, where F6 in both algorithms is obtained using " $=(\mathrm{B} 6 * \mathrm{E} 6-\mathrm{C} 6 * \mathrm{D} 6) /(\mathrm{E} 6-\mathrm{D} 6)$ ". In the last column K6, we check the function value at the estimated root $f\left(x_{r}\right)$ as " $=\mathrm{f}(\mathrm{J} 6)$ ". For second iteration, we need to check the three conditions in the method and the entries of 18th row of the excel sheet are as follows. The iteration $r$ is entered with " $=\mathrm{A} 6+1$ " in A18. The important steps in this algorithm (selection of appropriate sub-interval for next iterations) are entered in B7 and C7 with commands $"=\mathrm{IF}(\mathrm{D} 6 * \mathrm{~K} 6<0, \mathrm{~B} 6, \mathrm{~J} 6) "$ and " $=\mathrm{IF}\left(\mathrm{E} 6^{*} \mathrm{~K} 6<0, \mathrm{C} 6, \mathrm{~J} 6\right) "$ respectively. The last columns, D6-K6 are drag down for next iteration value. Finally, drag down the entire 7th row until the required number of iterations.

## Sample computations using MS Excel

Consider the function $f(x)=e^{-x}-x$ with initial approximations $x_{l}=0$ and $x_{u}=1$ and we have $f^{\prime}(x)=-e^{-x}-1, f^{\prime \prime}(x)=e^{-x}$. Now following the procedure given in Section 5.1, we have computations using Algorithm 1 as in Table 4 and computations using Algorithm 2 as in Table 5.

Table 4. Proposed Algorithm 1 in Excel.

| $r$ | $x_{l}$ | $x_{u}$ | $f\left(x_{l}\right)$ | $f\left(x_{u}\right)$ | $x_{r 1}$ | $f\left(x_{r 1}\right)$ | $f^{\prime}\left(x_{r 1}\right)$ | $x r$ | $f\left(x_{r 1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 1 | -0.6321 | 0.6127 | -0.07081 | -1.5419 | 0.5671 | -0.0021 |
| 2 | 0 | 0.5685 | 1 | -0.0021 | 0.5673 | $-2.99 \mathrm{E}-04$ | -1.5671 | 0.5671 | $-2.3 \mathrm{E}-08$ |
| 3 | 0 | 0.5671 | 1 | $-2.3 \mathrm{E}-08$ | 0.5671 | $-2.59 \mathrm{E}-09$ | -1.5671 | 0.5671 | 0 |

Table 5. Proposed Algorithm 2 in Excel.

| $r$ | $x_{l}$ | $x_{u}$ | $f\left(x_{l}\right)$ | $f\left(x_{u}\right)$ | $x_{r 1}$ | $f\left(x_{r 1}\right)$ | $f^{\prime}\left(x_{r 1}\right)$ | $f^{\prime \prime}\left(x_{r 1}\right)$ | $x_{r}$ | $f\left(x_{r 1}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1 | 1 | -0.6321 | 0.6127 | -0.07081 | -1.5419 | 0.54189 | 0.5671 | $4.1 \mathrm{E}-06$ |
| 2 | 0.5671 | 1 | $4.1 \mathrm{E}-06$ | -0.6321 | 0.5671 | $-2.99 \mathrm{E}-07$ | -1.5671 | 0.5671 | 0.5671 | 0 |

### 5.2. Maple implementation

In this section, we present the maple implementation of the proposed algorithms with sample computations as follows.

## Algorithm 1 in Maple

RFEXP := proc (a, b, Eq, eps, n)

```
local a1, b1, f, c, i, c1;
i := 0;
a1 := evalf(a);
b1 := evalf(b);
f := unapply(lhs(Eq), x);
if f(a1) = O then
return a1
else if f(b1) = O then
return b1
else if 0< f(a1)*f(b1) then
error "Should be f(a)*f(b)<0"
end if;
end if;
end if;
do
c1 := (a1*f(b1)-b1*f(a1))/(f(b1)-f(a1));
c := c1*exp(-f(c1)/(c1*(D(f))(c1)));
i := i+1;
if f(c) = 0 or |c-a1| < eps or i = n then
return c
else if f(a1)*f(c) < O then
b1 := c
else a1 := c
end if;
end if;
printf("Iteration %g : x = %g \n", i, c)
end do
end proc
```


## Algorithm 2 in Maple

```
RFHalley := proc (a, b, Eq, eps, n)
local a1, b1, f, c, i, c1;
i := 0;
a1 := evalf(a);
b1 := evalf(b);
f := unapply(lhs(Eq), x);
if f(a1) = O then
return a1
else if f(b1) = 0 then
return b1
else if 0 < f(a1)*f(b1) then
error "Should be f(a)*f(b)<0"
end if;
end if;
end if;
do
c1 := (a1*f(b1)-b1*f(a1))/(f(b1)-f(a1));
c := c1-(2*f(c1)*f'(c1)/(2*f'(c1)^2-f(c1)*(f''(c1))))
```

```
i := i+1;
if f(c) = 0 or |c-a1| < eps or i = n then
return C
else if f(a1)*f(c) < 0 then
b1 := c
else a1 := c
end if;
end if;
printf("Iteration %g : x = %g \n", i, c)
end do
end proc
```


## Sample computations using Maple

Consider a function $f(x)=x-\cos x$ with initial conditions $a=0$ and $b=1$ with $\epsilon=10^{-10}$. Now applying the maple implementation, we have the following computations using Algorithm 1 and Algorithm 2.
$>\operatorname{RFEXP}\left(0,1, x-\cos (x)=0,10^{\wedge}(-10), 10\right)$;
Iteration $1: x=0.742009$
Iteration $2: x=0.739086$
Iteration $3: x=0.739085$
0.7390851332
$>$ RFHalley $\left(0,1, x-\cos (x)=0,10^{\wedge}(-10), 10\right)$;
Iteration $1: x=0.739066$
0.7390851332

## 6. Conclusion

In this paper, we propose two hybrid root finding algorithms to solve the given transcendental equations. The algorithms are based on the Halley's method, regula-falsi method and exponential method. Several numerical examples are presented to illustrate the proposed algorithms. The first hybrid algorithm consists of regula-falsi method and exponential method, and the second hybrid algorithm consists of regula-falsi method and Halley's method. MS Excel and Maple implementation of the proposed algorithms are presented with sample computations. One can implement these algorithms in other software tools such as Matlab, SCIlab, Mathematica etc. The proposed algorithms perform faster than some existing methods.
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