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Abstract: For the class of bounded in l2-norm interpolated data, we consider a problem of interpolation on
a finite interval [a, b] ⊂ R with minimal value of the L2-norm of a differential operator applied to interpolants.
Interpolation is performed at knots of an arbitrary N-point mesh ∆N : a ≤ x1 < x2 < · · · < xN ≤ b.
The extremal function is the interpolating natural L-spline for an arbitrary fixed set of interpolated data. For
some differential operators with constant real coefficients, it is proved that on the class of bounded in l2-norm
interpolated data, the minimal value of the L2-norm of the differential operator on the interpolants is represented
through the largest eigenvalue of the matrix of a certain quadratic form.
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1. Introduction

Let N be any positive integer, 1 ≤ q < ∞, and

MN,q =
{
z : z = {zj}Nj=1,

( N∑

j=1

|zj |q
)1/q

≤ 1
}

be a class of interpolated values that is the unit ball in the space lNq .
Let [a, b] ⊂ R be an arbitrary finite interval and Wm

q [a, b] be the standard Sobolev space
equipped with the norm

‖f‖Wm
q [a,b] = ‖f‖q +

m∑

j=1

‖f (j)‖q, (1.1)

where ‖f‖q is the usual Lq-norm of a function f on [a, b].
Let D = d/dx be the operator of differentiation, I be the identical operator, and

Lm(D) = Dm + am−1D
m−1 + . . .+ a1D + a0I

be a linear differential operator of order m with constant real coefficients. Denote by pm := pm(x)
the characteristic polynomial of the differential operator Lm(D):

pm(x) = xm + am−1x
m−1 + · · ·+ a1x+ a0.

We restrict our attention to the case when pm(x) has only real roots {βj}mj=1. This means that the
differential operator Lm(D) has the factorization into a product of differential operators of the first
order, i.e.,

Lm(D) = (D − β1I)(D − β2I) · · · (D − βmI). (1.2)
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We interpolate at the knots of an arbitrary fixed mesh of N points from the interval [a, b]

∆N : a ≤ x1 < x2 < . . . < xN ≤ b, (a > −∞, b < +∞).

For an arbitrary fixed z ∈ MN,q, we introduce the quantity

KN,q(z) = inf
f∈Wm

q [a,b]

f(xk)=zk, k=1,N

‖Lm(D)f‖q. (1.3)

The problem of finding quantity (1.3) is known as the Favard type interpolation problem (see
[2, 4, 20], and the references therein).

In the paper, we study an analog of quantity (1.3) for the class MN,q of interpolated data,
namely

B
q
Lm

(∆N ) = sup
z∈MN,q

KN,q(z). (1.4)

Problem (1.4) can also be interpreted as the Favard type interpolation problem, but considered for
the entire class of interpolated data. For the differential operator Lm(D) = Dm, quantity (1.4) was
found by the author [9] in the case of q = 2.

Problem (1.4) is close to extremal interpolation problems (see [15–18] and the references
therein). However, the set of interpolated data in our setting (1.4) is given by the constraint
imposed on the interpolated values z = (z1, z2, . . . , zN ), but not on their finite or divided differ-
ences.

In the present paper, we consider problems (1.3) and (1.4) only for q = 2. For this reason,
index 2 in MN,2, KN,2(z), and B

2
Lm

(∆N ) will be omitted.

The main result of the paper is Theorem 1, in which we give the exact value of the quantity
BLm(∆N ). This exact value is expressed in terms of the largest eigenvalue of the matrix of a
quadratic form of interpolated data.

For q = 2, the extremal function in (1.3) is known. This function is a specific spline, which is
called an interpolation natural L-spline. This fact is a particular case of results of the variation
spline theory.

The paper is organized as follows. Section 2 is devoted to the Favard type interpolation prob-
lem (1.3) considered from the point of view of general approaches. In Section 3, we write two
representations of interpolation natural L-splines. In Section 4, we prove the lemmas needed to
prove the main result. In Section 5, we formulate and prove the main result of the paper. Section 6
is devoted to discussions and some comments.

2. On Favard-type interpolation problems

Consider problem (1.3) in the case of q = 2. As shown in [20], (1.3) is one of convex programming
problems. In [20, p.87], it is proved that there exists a solution to (1.3), and for N > m, the solution
is unique. As noted above, an extremal function in (1.3) is known. To write this function, we need
some known results of the variation theory of splines (see for example, [1, 14], and the references
therein).

We first introduce some notation. Let X be a real Hilbert space of functions with a norm
‖ · ‖, let T : X → X be a bounded linear operator, and let kerT be its null-space, i.e., the
set of functions ϕ ∈ X such that Tϕ = 0. By X∗, we denote the conjugate space of X. Let
ϕi ∈ X∗ (i = 1, 2, . . . , N), i.e., let ϕi be bounded linear functionals on X. For every τ ∈ X, we
set Aτ = (ϕ1(τ), ϕ2(τ), . . . , ϕN (τ)). This means that A is a linear operator that maps a function
τ ∈ X onto an N -dimensional vector consisting of values of the functionals {ϕi}Ni=1 on this function.
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As such functionals, we take values at the points of the mesh ∆N = {xi}Ni=1, i.e., we set
ϕi(τ) = τ(xi), (i = 1, 2, . . . , N). Thus, we have

Aτ = (τ(x1), τ(x2), . . . , τ(xN )).

The abstract Favard-type interpolation problem is to find the quantity

B(T, z) = inf
Af=z
f∈X

‖Tf‖2X . (2.1)

Following [14, p. 77], a real Hilbert space X with a norm ‖ · ‖ and a seminorm ρ( · ) is called an
S-space if the following conditions hold:

(i) the seminorm ρ is bounded in X; i.e., for every τ ∈ X, the inequality ρ(τ) ≤ C‖τ‖ is true
with some constant C > 0 independent of τ ;

(ii) X is complete with respect to the seminorm ρ.

It is proved (see [1] and [14, Sect. 5.15]) that if the space X is an S-space and is continuously
embedded into the space of continuous functions, then the extremal function of (2.1) has the
following form:

σ(x) = q(x) +
N∑

j=1

λjGm(x, xj). (2.2)

Here q ∈ ker T , Gm(x, ·) is a reproducing kernel of the S-space X (see [1, 14]), and the scalars
{λj}Nj=1 are determined from the condition

N∑

j=1

λju(xj) = 0 ∀u ∈ ker T. (2.3)

Problem (1.3) is a particular case (up to root-squaring) of (2.1) when X = Wm
2 [a, b] with

norm (1.1), T = Lm(D) : Wm
2 [a, b] → L2[a, b], and τ = f . In our case, the seminorm ρ(·) is

defined as

ρ(f) =

(∫ b

a
|Lm(D)f(t)|2dt

)1/2

.

Since the seminorm ρ(·) is estimated through the coefficients of the differential operator Lm(D) as

ρ(f) = ‖Lm(D)f‖2 ≤ max
{
1, |a0|, |a1|, . . . , |am−1|

}
‖f‖Wm

2 [a,b],

the seminorm ρ(f) is bounded.
The operator Lm(D) acts “onto” L2[a, b], and the space L2[a, b] is complete. Therefore, Wm

2 [a, b]
is complete with respect to the seminorm ρ. Thus, Wm

2 [a, b] is an S-space. In addition, the space
Wm

2 [a, b] is continuously embedded into the space C[a, b] of continuous functions (the Sobolev
embedding theorem).

For finding the reproducing kernel of S-space Wm
2 [a, b], we introduce two subspaces

Um =
{
f ∈ Wm

2 [a, b] : f (i)(a) = 0, i = 0, 1, . . . ,m− 1
}

and
Vm =

{
f ∈ Wm

2 [a, b] : f (i)(b) = 0, i = 0, 1, . . . ,m− 1
}
.

Each of the subspaces Um and Vm has codimension m. Also, it is easy to see that
(
kerLm(D)

)
∩

Um = {0} and
(
kerLm(D)

)
∩ Vm = {0}. From these simple facts, it follows that Wm

2 [a, b] =
(kerLm(D)) ∪ Um and Wm

2 [a, b] = (kerLm(D)) ∪ Vm.
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Let L∗
m(D) be a linear differential operator that is formal adjoint to the operator Lm(D), i.e.,

L∗
m(D) = Lm(−D). Now, we introduce the differential operator L2m(D) of order 2m as follows

L2m(D) = Lm(D) L∗
m(D).

From (1.2), we have

L2m(D) = (−1)m(D2 − β2
1I)(D

2 − β2
2I) · · · (D2 − β2

mI).

For the S-space Wm
2 [a, b], the reproducing kernel is coordinated with the subspaces Um and

Vm and is built through a fundamental solution of the differential operator L2m(D) (see, e.g.,
[14, Ch. 5]).

As is known (see, e.g., [21, Ch. III]), the fundamental solution of a differential operator L(D)
is a distribution E satisfying L(D)E = δ, where δ is the Dirac δ-function (or δ-distribution). The
fundamental solution is defined up to a summand that is an arbitrary solution of the equation
L(D)y(t) = 0. We will assume that this summand is identically equal to zero. Distributions are
understood as linear continuous functionals in the space of infinitely differentiable functions with
compact supports.

The following result is known.

Lemma 1 (see, e.g., [21, p. 114]). Let Lr(D) be an arbitrary linear differential operator of or-

der r ≥ 2 with constant real coefficients. Then the fundamental solution of this operator has the

form

Er(t) = θ(t) Zr(t),

where Zr(t) is a unique solution to the initial value problem





Lr(D)Zr(t) = 0,

Zr(0) = Z ′
r(0) = · · · = Z

(r−2)
r (0) = 0,

Z
(r−1)
r (0) = 1

and θ(t) is the Heaviside function

θ(t) =

{
1, t > 0,
0, t ≤ 0.

Now, we set r = 2m and apply Lemma 1 to the differential operator L2m(D). Since it has the
leading coefficient (−1)m, its fundamental solution is

E2m(t) = (−1)m θ(t) Z2m(t), (2.4)

where 



(D2 − β2
1I)(D

2 − β2
2I) · · · (D2 − β2

mI)Z2m(t) = 0,

Z2m(0) = Z ′
2m(0) = · · · = Z

(2m−2)
2m (0) = 0,

Z
(2m−1)
2m (0) = 1.

Based on [14, Sect. 5.13], we will prove that the function E2m(x− t) is the reproducing kernel
of the S-space Wm

2 [a, b].

Lemma 2. E2m(x− t) ∈ Um for any fixed t ∈ [a, b].
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P r o o f. From (2.4), we have

E(i)
2m(u) = (−1)m θ(τ) Z

(i)
2m(u) (i = 0, 1, . . . , 2m− 1). (2.5)

Now, we set u = x− t. From the definition of the Heaviside function, we see that

E(i)
2m(a− t) = 0, (i = 0, 1, . . . , 2m− 1),

i.e., E2m(x− t) ∈ Um for any fixed t ∈ [a, b]. �

Lemma 3. The following equality holds for any fixed t ∈ [a, b] and any function f ∈ Vm:
∫ b

a

(
Lm(D)E2m(x− t)

)
Lm(D)f(x)dx = f(t).

P r o o f. Let a < t < b. We write the integral on the left-hand side as the sum of two integrals
∫ b

a

(
Lm(D)E2m(x− t)

)
Lm(D)f(x) dx = I1 + I2,

where

I1 =

∫ t

a

(
Lm(D)E2m(x− t)

)
Lm(D)f(x)dx, I2 =

∫ b

t

(
Lm(D)E2m(x− t)

)
Lm(D)f(x)dx.

Changing the variable u = x− t and noting that E2m(u) = 0 for all u ≤ 0, we have

I1 =

∫ 0

a−t

(
Lm(D)E2m(u)

)
Lm(D)f(u+ t) du = 0.

Integrating I2 by parts, we obtain

I2 = w(b) −w(t) +

∫ b

t

(
L2m(D)E2m(x− t)

)
f(x)dx,

where

w(x)=f (m−1)(x) Lm(D)E2m(x− t)+f (m−2)(x)
[
am−1 Lm(D)E2m(x− t)−

(
Lm(D)E2m(x− t)

)′
x

]

+ · · · + f ′(x)

m−2∑

ν=0

(−1)νaν+2

(
Lm(D)E2m(x− t)

)(ν)
x

+ f(x)

m−1∑

ν=0

(−1)νaν+1

(
Lm(D)E2m(x− t)

)(ν)
x

,

and {aν}mν=0, am = 1, are the constant real coefficients in the standard representation of the
differential operator Lm(D).

By the definition of the set Vm, we have w(b) = 0.
From (2.5) for i = 0, 1, . . . ,m− 1, it follows that

Lm(D)E2m(x− t)|x=t = 0.

From (2.5) for i = m,m + 1, . . . , 2m − 1, we conclude that all derivatives of Lm(D)E2m(x − t) in
w(x) are equal to zero when x = t. Therefore, w(t) = 0.

Using the definition of the fundamental solution and one of the known properties of the Dirac
δ-function (see, for example, [21, p. 134]), we finally have

I2 =

∫ b

t

(
L2m(D)E2m(x− t)

)
f(x)dx =

∫ b

t
δ(x− t)f(x)dx = f(t).

The cases t = a and t = b are easily checked. Lemma 3 is proved. �

From [14, Sect. 5.13] and Lemmas 2 and 3, we obtain the following statement.
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Lemma 4. Gm(x, t) = E2m(x− t).

Lemma 4 together with (2.2) and (2.3) give the following expression of the extremal function
σ(x) in problem (1.3):

σ(x) = q(x) +

N∑

j=1

λjE2m(x− xj), (2.6)

where q ∈ kerLm(D) and there are additional conditions

N∑

j=1

λjgν(xj) = 0 (ν = 1, 2, . . . ,m), (2.7)

for finding parameters {λj}Nj=1. Here, the set of functions {gν(x)}mν=1 is a basis in kerLm(D).
From (2.4), it follows that

E2m(x− xj) ∈ C2m−2(R) (j = 1, 2, . . . , N).

Therefore, the function σ(x) has the following properties:

(1) σ ∈ C2m−2(R);
(2) L2m(D)σ(x) = 0 for all x ∈ (xj , xj+1) (j = 1, 2, . . . , N − 1);
(3) σ(xi) = zi (i = 1, 2, . . . , N);
(4) σ ∈ kerLm(D) for x ≤ x1 and x ≥ xN .

Properties (1)–(3) mean that σ(x) is an interpolating L-spline corresponding to the differential
operator L2m(D) with knots at the points of the mesh ∆N and has the minimal defect. Due to
property (4), the L-spline σ(x) can be extended beyond the interval [x1, xN ] with maintaining of
the smoothness. By analogy with polynomial splines, such splines are called natural L-splines.

Thus, σ(x) is a natural L-spline corresponding to the differential operator

L2m(D) = Lm(D) L∗
m(D)

with knots at the points of the mesh ∆N = {xj}Nj=1. If N > m, then this solution is unique
[14, Sect. 5.21].

Remark 1. If Lm(D) = Dm, m ≥ 2, then it is to see from Lemma 1 that the fundamental
solution of the operator L2m(D) = (−1)mD2m is

E2m(x− t) =
(−1)m(x− t)2m−1

+

(2m− 1)!
,

where (x− t)+ = max{x− t, 0} is the truncated function, which is traditionally widely used in the
spline theory. By choosing gν(x) = xν (ν = 0, 1, . . . ,m), from (2.6) and (2.7), we arrive at the
well-known polynomial natural splines. More information about these splines can be found, for
example, in [5, 8, 14].

3. On natural L-splines

First, we get an explicit expression of the fundamental solution for the differential operator
L2m(D) = Lm(D)L∗

m(D), where Lm(D) is given in (1.2). For simplicity, we impose additional
restrictions on the roots of the characteristic polynomial of the differential operator (1.2). We will
assume that βj ∈ R\{0} and βi 6= ±βj, i 6= j, for all i, j = 1, 2, . . . , r.
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Lemma 5. Let Lr(D) be a linear differential operator of order r ≥ 2 of the form

Lr(D) = (D − b1I)(D − b2I) · · · (D − brI).

If bj ∈ R\{0} and bi 6= ±bj, i 6= j, for all i, j = 1, 2, . . . , r. Then

Er(t) = (−1)r−1θ(t)
r∑

s=1

ebst∏r
ν=1, ν 6=s(bν − bs)

,

where θ(t) is the Heaviside function.

P r o o f. Find a solution to the initial value problem from Lemma 1. The assumptions about
the numbers {bj}mj=1 mean that all roots of the characteristic polynomial of the differential operator
Lr(D) are simple and nonzero.

The general solution to the differential equation Lr(D)Zr(t) = 0 is written as

Zr(t) = C1e
b1t + C2e

b2t + . . . + Cre
brt,

where {Cs : s = 1, 2, . . . , r} are some real numbers. To find the function Zr(t), we have initial
conditions, which lead to a system of linear algebraic equations with respect to {Cs}rs=1. The
system has the Vandermonde matrix. We solve the system using Cramer’s rule and obtain

Cs =
(−1)r−1

∏r
ν=1, ν 6=s(bν − bs)

, s = 1, 2, . . . , r.

It remains to use Lemma 1. �

Now, we apply Lemma 5 to the differential operator

L2m(D) = Lm(D)L∗
m(D) = (−1)m(D2 − β2

1I)(D
2 − β2

2I) . . . (D
2 − β2

mI)

with the restrictions βj ∈ R\{0} and βi 6= ±βj , i 6= j, for all i, j = 1, 2, . . . ,m.
By B2m, we denote the set of roots of the characteristic polynomial of the operator L2m(D):

B2m = {b1, b2, . . . , b2m}.

Each of the numbers bj (j = 1, 2, . . . , 2m) is either a root of the characteristic polynomial pm of
the differential operator Lm(D) or a root of the characteristic polynomial p∗m of the formal adjoint
operator L∗

m(D). All numbers bj (j = 1, 2, . . . , 2m) are different. Therefore, Lemma 5 gives

E2m(t) = (−1)m−1 θ(t)

2m∑

s=1

ebst∏2m
ν=1, ν 6=s(bν − bs)

. (3.1)

Under imposed constraints on {βj}mj=1, the system of functions {eβ1x, eβ2x, . . . , eβmx} is a basis in

kerLm(D). Therefore, from (2.6) and (2.7) for an arbitrary set of interpolated data z = {zi}Ni=1, we
have the system of N +m linear equations with respect to N +m unknowns {λj}Nj=1 and {ck}mk=1:

{ ∑N
j=1 λjE2m(xi − xj) +

∑m
k=1 cke

βkxi = zi (i = 1, 2, . . . , N),∑N
j=1 λje

β1xj = 0, . . . ,
∑N

j=1 λje
βmxj = 0.

If N > m, then the system has a unique solution.
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Taking into account the properties of the function E2m(x), we study the matrix A of the system.
Since x1 < x2 < · · · < xN−1 < xN , we have E2m(xi − xj) = 0 for i ≤ j. Therefore, the matrix A
consists of four blocks

A =

(
EN×N BN×m

Vm×N Om×m

)
,

where

BN×m =




eβ1x1 eβ2x1 · · · eβmx1

eβ1x2 eβ2x2 · · · eβmx2

· · · · · · · · · · · ·
eβ1xN eβ2xN · · · eβmxN


 ,

EN×N=




0 0 · · · 0 0 0
E2m(x2−x1) 0 · · · 0 0 0

· · · · · · · · · · · · · · · · · ·
E2m(xN−1−x1) E2m(xN−1−x2) · · · E2m(xN−1−xN−2) 0 0
E2m(xN−x1) E2m(xN−x2) · · · E2m(xN−xN−2) E2m(xN−xN−1) 0




,

Om×m is the zero block of size m ×m, and Vm×N = BT
N×m. Here, the upper index T means the

transpose of the matrix. The first row of the matrix A has N zeros, the second row has (N − 1)
zeros, etc.; and finally, the (N − 1)th row has two zeros, and the Nth row has only one zero.

From the existence and uniqueness of the natural L-spline, it follows that detA 6= 0.
Now, we will find a representation of the natural L-spline by fundamental natural L-spline

interpolants. Let
{E2m(x− x1), . . . , E2m(x− xN ), eβ1x, eβ2x, . . . , eβmx}.

One by one, we replace the kth (k = 1, 2, . . . , N) row of the matrix A with this row. The obtained
matrices are denoted by Ak(x). Now, we set

Qk(x) =
detAk(x)

detA , (k = 1, 2, . . . , N).

The functions {Qk(x)}Nk=1 are the fundamental natural L-spline interpolants, since it is easy to see
that detAk(xj) = δkj detA (k, j = 1, 2, . . . , N), where δkj is the Kronecker symbol.

The natural L-spline σ(x) (see (2.6)) is a linear combination of the fundamental natural
L-splines {Qk(x)}Nk=1; i.e.,

σ(x) =

N∑

k=1

zkQk(x), (3.2)

where {zk}Nk=1 are interpolated data.
Thus, we have two representations (2.6) and (3.2) for the extremal function of the Favard-type

interpolation problem.

4. Lemmas

In this section, we establish several lemmas needed to prove our main result.

Lemma 6. Let N > m, and let σ(x) be the natural L-spline that is the extremal function in

the Favard-type interpolation problem (1.3). Let z = {zk}Nk=1 be an arbitrary set of interpolated

data. Then

Lm(D)σ(x) =
1

detA

( N∑

µ=1

( N∑

k=1

zkαµk

)
Lm(D)E2m(x− xµ)

)
,

where {αµk} are certain values independent of x.
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P r o o f. Applying the differential operator Lm(D) to (3.2), we obtain

Lm(D)σ(x) =

N∑

k=1

zkLm(D)Qk(x) =
1

detA

N∑

k=1

zk
(
Lm(D) detAk(x)

)
.

Using the well-known rule of differentiation of determinants and taking into account that only one
row in Ak(x) depends on the variable x, we find that Lm(D) detAk(x) is the determinant in which
the kth row has the form

Lm(D)E2m(x− x1) . . .Lm(D)E2m(x− xN ) 0 . . . 0︸ ︷︷ ︸
m times

.

We expand each determinant Lm(D) detAk(x) (k = 1, 2, . . . , N) according to the elements of kth
row and obtain the required equality, in which αµk are the corresponding minors taken with their
signs. Lemma 6 is proved. �

Lemma 7. Let xµ be an arbitrary point of the mesh ∆N : xi < x2 < · · · < xN , and let the

differential operator Lm(D) be such that

Lm(D) = (D − β1I)(D − β2I) . . . (D − βmI)

with βj ∈ R\{0} and βi 6= ±βj , i 6= j, for all i, j = 1, 2, . . . ,m. Then

Lm(D)E2m(x− xµ) = (−1)m
m∑

i=1

e−βi(x−xµ)

∏m
ν=1, ν 6=i(βν − βi)

(4.1)

for x > xµ and Lm(D)E2m(x− xµ) = 0 for x ≤ xµ.

P r o o f. We write (3.1) as

E2m(x− xµ) = (−1)m−1 θ(x− xµ)

2m∑

s=1

ωse
bs(x−xµ), (4.2)

where bs = βs, bs+m = −βs (s = 1, 2, . . . ,m), and

ωs =
( 2m∏

ν=1, ν 6=s

(bν − bs)
)−1

(s = 1, 2, . . . , 2m).

Hence, Lm(D)E2m(x− xµ) = 0 for x ≤ xµ.
Let x > xµ. From (4.2), we have

Lm(D)E2m(x− xµ) = (−1)m−1

( ∑

s: bs=βs

ωs Lm(D)ebs(x−xµ) +
∑

s: bs=−βs

ωs Lm(D)ebs(x−xµ)

)
.

The former sum on the right-hand side vanishes because

Lm(D)eβsx = 0 (s = 1, 2, . . . ,m).

By simple calculation, we obtain

Lm(D)e−βx = e−βx p∗m(β),
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where p∗m is the characteristic polynomial of the formal adjoint operator L∗
m(D). By using this

relation, we arrive at the equality

Lm(D)E2m(x− xµ) = (−1)m−1
m∑

i=1

ωi e
−βi(x−xµ) p∗m(βi).

Since

ω−1
i = 2(−1)m−1βi

m∏

ν=1, ν 6=i

(β2
ν − β2

i )

and

p∗m(βi) = 2(−1)m−1βi

m∏

ν=1, ν 6=i

(βν + βi),

we come to (4.1). Lemma 7 is proved. �

5. The main result

Finally, we directly turn to the problem of finding quantity (1.4).

Theorem 1. Assume that

Lm(D) = (D − β1I)(D − β2I) . . . (D − βmI)

is a linear differential operator of order m ≥ 2 such that βj ∈ R\{0} and βi 6= ±βj, i 6= j
(i, j = 1, 2, . . . ,m).

If N > m, then

BLm(∆N ) =
1

|detA|
√

λmax ,

where λmax is the largest eigenvalue of the matrix Q = (aij)
N
i,j=1 whose entries {aij} are such that

akk =

N∑

µ=1

Rµµα
2
µk + 2

N∑

µ>n

Rµnαµkαnk,

akj =
N∑

µ=1

Rµµαµkαµj + 2
N∑

µ>n

Rµnαµkαnj (k 6= j),

Rµn =

m∑

i,ν=1

ωiων
e−βν(xµ−xn) − e−βi(xN−xµ)e−βν(xN−xn)

βi + βν
(µ ≥ n),

ωi =
( m∏

s=1, s 6=i

(βs − βi)
)−1

(i = 1, 2, . . . ,m),

and {αsµ}Ns,µ=1 are the minors taken with their signs in the decompositions of the determinants

Lm(D) detAk(x) (k = 1, 2, . . . , N) according to the elements of the kth row.

P r o o f. Since N > m, the natural L-spline σ(x) is the unique extremal function in (1.3).
After applying the differential operator Lm(D) to (2.6), we have

Lm(D)σ(x) =
N∑

µ=1

λµ Lm(D)E2m(x− xµ).
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Comparing this result with Lemma 6 yields

λµ =
1

detA

N∑

k=1

zkαµk (µ = 1, 2, . . . , N). (5.1)

Using Lemma 7, we obtain

Lm(D)σ(x) = (−1)m
N∑

µ=1

λµFµ(x),

where

Fµ(x) =

m∑

i=1

ωi

{
e−βi(x−xµ), x > xµ,
0, x ≤ xµ,

and

ωi =
( m∏

ν=1, ν 6=i

(βν − βi)
)−1

(i = 1, 2, . . . ,m).

Define

Rµn =

xN∫

x1

Fµ(x)Fn(x)dx (µ, n = 1, 2, . . . , N, µ ≥ n). (5.2)

For the natural L-spline σ(x), we have

∫ b

a

∣∣Lm(D)σ(x)
∣∣2dx =

∫ xN

x1

∣∣Lm(D)σ(x)
∣∣2dx =

∫ xN

x1

∣∣∣
N∑

µ=1

λµFµ(x)
∣∣∣
2
dx

=

∫ xN

x1

( N∑

µ=1

λ2
µF

2
µ(x) + 2

N∑

µ>n

λµλnFµ(x)Fn(x)

)
dx =

N∑

µ=1

λ2
µRµµ + 2

N∑

µ>n

λµλnRµn.

Now, we substitute λµ from (5.1) into the latter expression. After simple transformations, we
obtain

(
KN (z)

)2
=
( 1

detA
)2{ N∑

µ=1

( N∑

k=1

zkαµk

)2
Rµµ + 2

N∑

µ>n

Rµn

( N∑

k=1

zkαµk

)( N∑

j=1

zjαnj

)}

=
1

(detA)2

( N∑

k=1

akkz
2
k +

N∑

k,j=1, k 6=j

akjzkzj

)
,

where

akk =
N∑

µ=1

Rµµα
2
µk + 2

N∑

µ>n

Rµnαµkαnk,

akj =

N∑

µ=1

Rµµαµkαµj + 2

N∑

µ>n

Rµnαµkαnj (k 6= j).

It remains to calculate the integrals (5.2). Suppose that µ ≥ n.Then xµ ≥ xn, and we have

Rµn=

∫ xN

xµ

( m∑

i=1

ωie
−βi(x−xµ)

)( m∑

ν=1

ωνe
−βν(x−xn)

)
dx=

m∑

i,ν=1

ωiων

(∫ xN

xµ

e−(βi+βν)xdx

)
eβixµ+βνxn

=
m∑

i,ν=1

ωiων
e−βν(xµ−xn) − e−βi(xN−xµ)e−βν(xN−xn)

βi + βν
.
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In our calculations, we used the fact that the functions Fµ(x) are equal to zero for x ≤ xµ.
Note that all the denominators do not vanish due to the restrictions imposed on the differential
operator Lm(D).

Thus, to find quantity (1.4), it is sufficient to solve the following extremal problem:





V (z1, z2, . . . , zN ) =
N∑
k=1

akkz
2
k +

N∑
k,j=1, k 6=j

akjzkzj → max,

N∑
k=1

|zk|2 ≤ 1.

As in [9, p. 224–225], it is proved that the maximum is attained at the boundary of the set MN ,
i.e., at some points z = (z1, z2, . . . , zN ) with

∑N
k=1 |zk|2 = 1. As a result, we arrive at the problem

of maximizing the quadratic form on the unit sphere in the space lN2 .
It is known (see, for example, [3, p. 476–477]) that the unique solution to this problem is the

largest eigenvalue λ = λmax of the matrix Q = (aij)
N
i,j=1 of the quadratic form V (z1, z2, . . . , zN ),

i.e., the maximum root of the equation

det(Q− λI) =

∣∣∣∣∣∣∣∣

a11 − λ a12 · · · a1N
a12 a22 − λ · · · a2N
· · · · · · · · · · · ·
a1N a2N · · · aNN − λ

∣∣∣∣∣∣∣∣
= 0.

The matrix Q is symmetric. Therefore, all its eigenvalues are real. It is also not difficult to see
that λmax > 0. Theorem 1 is proved. �

6. Discussion and comments

(1) The constraints imposed on the roots of the characteristic polynomial pm(t) of the differential
operator Lm(D) in Theorem 1 can be partially weakened. In particular, one can exclude the
constraints βi 6= 0 and βi 6= ±βj, i 6= j (i, j = 1, 2, . . . ,m). In this case, the characteristic
polynomials of the differential operators Lm(D) and L∗

m(D) will have common roots. The
approach used in the paper can be implemented with minor modifications for such differential
operators. In so doing, the explicit expressions for E2m(t) (see Lemma 5), the entries of the
matrix A, and the numbers Rµn (see Theorem 1) will be different from those given in the
paper. However, in the framework of the applied approach, it is impossible to discard the
constraint βi ∈ R, i = 1, 2, . . . ,m. The point is that if the polynomial pm has nonreal complex
roots (two or more), then for an arbitrary interval [a, b], it fails to prove that a solution to the
Favard-type interpolation problem is a natural L-spline. Apparently, in this case, we need to
introduce some additional restrictions that would associate the segment [a, b] with oscillation
properties of the differential operator Lm(D).

(2) Another approach to the study of problems (1.3) and (1.4) is known. This approach is based
on the concept of Chebyshevian splines (see e.g. [6, Chap. 10, Sect. 3] or [7, Chap. 11]).
Since kerLm(D) = span{eβ1x, eβ2x, . . . , eβmx}, this set of functions is an ECT -system on any
finite interval [a, b]. Due to this, Theorem 1 can be proved by using of this approach.

(3) For any given N and prescribed knots of the mesh ∆N , all coefficients of the quadratic form
V (z1, z2, . . . , zN ) are calculated. This can be made directly or by using symbolic computation
systems (Maple and others). Numerical algorithms allow one to find the largest eigenvalue of
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the symmetric matrix Q approximately. One can also estimate λmax from above and below
(see, for example, [12, 19] and many other publications). Specifically, from [19], we can write
the estimate

|tr Q|
N

≤ |λmax| ≤
1

N

(
|tr Q|+

√
N − 1

(
N tr Q2 − (tr Q)2

)1/2)
,

where tr Q is the sum of elements located on the main diagonal of the matrix Q.

(4) The periodical analogs of quantities (1.3) and (1.4) for the differential operator Lm(D) = Dm

were studied in the author’s paper [10]. Periodicity requirements for both interpolated values
z = {zk}2N−1

k=0 and interpolating functions have been added to problem statements. However,

the results in [10] were obtained only for the mesh with equidistant knots ∆2N = {jπ/N}2N−1
j=0

that was 2π-periodically extended into R. For the class of interpolated values

M̃2N =

{
z : z = {zj}2N−1

j=0 ,
( 2N−1∑

j=0

|zj |2
)1/2

≤ 1

}
,

it was proved that if N > m, m ≥ 2, then

B̃m(∆2N )= sup
z∈M̃2N

inf
f(m−1)

∈ÃC
f(jπ/N)=zj

(∫ 2π

0
|f (m)(t)|2dt

)1/2
=
( π

N

)1/2
(
∑

l∈Z

1

(2Nl+(N−1))2m

)−1/2

,

where ÃC is the class of 2π-periodic absolutely continuous functions.

Note that the series on the right hand side of the last equality is convergent. It is easy to see
using the comparison test for number series.

While proving this result, the largest eigenvalue of an analog of the matrix Q also arose.
However, due to the specificity of the periodic case and the uniform grid, the analog of the
matrix Q is the circulant, and its eigenvalues are known in an explicit form.

(5) Along with our settings of problems (1.3) and (1.4), one can consider the corresponding
multivariate settings. For the case of two variables, analogs of natural splines are known [13].
Problem (1.4) was considered in the case of the Laplace operator. This was done in the
author’s recent paper [11].

7. Conclusion

We have considered the problem of finding quantity (1.4). In a certain sense, this quantity
is the value of the L2-norm of the differential operator applied to the “best” interpolant under
interpolating the “worst” data from the given class. In this paper, we found the exact value of the
studied quantity.
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12. Parodi M. La Localisation des Valeurs Caractéristiques des Matrices et ses Applications. Paris: Gauthier
Villars, 1959. 172 p. (in French)

13. Pevnyi A.B. Natural splines of two and three variables. Metody Vychisl., 1985. No. 14. P. 160–170.
(in Russian)

14. Rozhenko A. I. Abstraktnaya teoriya splajnov [Abstract Theory of Splines]. Novosibirsk: Publ. Center
of Novosibirsk State University, 1999. 177 p. (in Russian)

15. Shevaldin V.T. Subbotin’s splines in the problem of extremal interpolation in the space Lp(R) for
second-order linear differential operators. Trudy Inst. Mat. i Mekh. UrO RAN, 2021. Vol. 27, No. 4.
P. 255–262. DOI: 10.21538/0134-4889-2021-27-4-255-262 (in Russian)

16. Shevaldin V.T. Extremal interpolation with the least value of the norm of the second derivative in
Lp(R). Izv. Math., 2022. Vol. 86, No. 1. P. 203–219. DOI: 10.1070/IM9125

17. Subbotin Yu.N. Functional interpolation in the mean with smallest n derivative. Proc. Steklov Inst.

Math., 1967. Vol. 88. P. 31–63.

18. Subbotin Yu.N., Novikov S. I., Shevaldin V.T. Extremal function interpolation and splines. Trudy Inst.

Mat. i Mekh. UrO RAN, 2018. Vol. 24, No. 3. P. 200–225. DOI: 10.21538/0134-4889-2018-24-3-200-225
(in Russian)

19. Tarazaga P. Eigenvalue estimates for symmetric matrices. Linear Algebra Appl., 1990. Vol. 135, No. 1.
P. 171–179. DOI: 10.1016/0024-3795(90)90120-2

20. Tikhomirov V.M., Bojanov B.D. On some convex problems of approximation theory. Serdica, 1979.
Vol. 5. P. 83–96. (in Russian)

21. Vladimirov V. S. Uravneniya matematicheskoj fiziki [Equations of Mathematical Physics]. Moscow:
Nauka Publ., 1971. 512 p. (in Russian)

https://doi.org/10.1007/BFb0097059
https://doi.org/10.1137/0705052
https://doi.org/10.21538/0134-4889-2023-29-4-217-228
https://doi.org/10.1134/S0081543822060177
https://doi.org/10.21538/0134-4889-2021-27-4-255-262
https://doi.org/10.1070/IM9125
https://doi.org/10.21538/0134-4889-2018-24-3-200-225
https://doi.org/10.1016/0024-3795(90)90120-2

	Introduction
	On Favard-type interpolation problems
	On natural L-splines
	Lemmas
	The main result
	Discussion and comments
	Conclusion

